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Abstract—This paper states the common lack of consistency
existing between the different environment representations (e.g. a
2D occupancy grid map, a 3D semantic map, or a 3D floor plan,
among others) held by a mobile robot. This inconsistency means
that the same features in the environment could be represented
differently in each representation; this lack of correspondence
can indicate that different representations can capture differ-
ent complementary aspects, or that some/all of them may be
incorrect. The latter can lead the robot to make contradictory
decisions when using more than one representation at the same
time (e.g. 2D metric map for navigation and a 3D semantic map
for object interaction). To mitigate this problem, we propose a
framework for building consistent heterogeneous maps. The core
idea is to build reliable correspondences between the features in
each map and use it to improve the other ones. It is motivated
by the fact that each representation will have its own strengths
not present in the other ones. We illustrate this problem with
a practical example using two different representations obtained
from state-of-the-art methods.

I. INTRODUCTION

Indoor environments, such as domestic, public, or industrial
buildings, are particularly challenging for the deployment of
autonomous mobile robots due to the presence of dynamic
and static obstacles (e.g., objects, humans, or animals) and the
generally narrow areas the robot must operate in, like passages,
doorways, or rooms with dense furniture. A key requisite for
an autonomous mobile robot to operate in such challenging
scenarios is to have a stable and robust representation of
its working environment. Only in this way, the robot can
reliably localise itself and other mobile agents, and, eventually,
perform autonomous navigation.

The representation of the environment, usually a metric
map, is obtained by integrating different percepts acquired
with the robot’s sensory system. In literature, different tech-
niques are used to acquire such environmental representation
with good results [1]-[4]; by relying on these environmental
representations, robots have shown of being able to navigate
such environments fairly well. Still, it is often the case that
these environment representations are not entirely accurate. An
inaccurate world representation, combined with the complexity
of indoor environments, results in a degradation of navigation
and other tasks-related capabilities [1]. Ultimately, this causes
the fact that autonomous robot working indoors are likely to
experience navigation failures, thus requiring an external, and
often costly, recovery.
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Fig. 1: The floor plan of an apartment (left), compared with its
2D map as acquired by the robot. The footprint of the furniture
is indicated in red. The green boxes indicate portions of the
2D map where the walls are not observed by the 2D laser
due to the occlusion from furniture but can be observed by an
RGBD camera, as we show in Section IV.
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Two of the most popular approaches to obtain a representa-
tion of the environment are to use 2D laser-range scanner data
to build a 2D grid map of the environment, or to use RGB
or RGBD images to reconstruct a 3D representation of the
environment. The popularity of the use of laser-range scanners
to build 2D grid maps is due to the fact that laser-range scanner
data are robust to different types of environmental conditions,
that well-established SLAM methods are able to build stable
2D grid maps from them, and because those maps and sensor
data can be effectively exploited to perform several tasks as
localisation, path planning, or path execution. The advantages
of the latter approach, i.e. using vision-based data, lie in the
fact that high-level information can be extracted (e.g. object
class). By leveraging 3D information, it is also possible to
detect openings in walls, which enriches the representation.

A defining property of indoor environments is that they
are highly structured, as they are composed of walls, rooms,
doors, and furniture, usually arranged in regular patterns as
perpendicular or parallel wrt each other. This structure can
be found both in global structural features, that are common
to the entire environment, e.g. that walls in different rooms
are perpendicular or parallel among them, as well as in local
structural features, e.g. that a specific wall of a room is
perceived as a straight line or it has an opening (e.g. a
door) at a certain location. Maps often fail to represent this
property, due to the fact that robot sensors are noisy, that



there is occlusion, and that SLAM methods are not able to
compensate entirely for such inaccuracies. As an example,
despite the fact that most walls in indoor environments follow
a straight line, their representation in a map is often composed
of a series of smaller line segments that have a similar,
yet different, orientation (see highlighted areas with yellow
boxes in Fig. 1). To enforce this property, several methods
build upon the strong assumption of considering Manhattan
worlds only, where all the environmental features are parallel
or perpendicular among them. However, methods that follow
this assumption are strongly limited when applied to non—
Manhattan worlds.

When we consider the detection of structural features, 2D
grid maps from laser-range scanner data are usually coherent
with the structure of the indoor environment they represent;
i.e. they represent most of the global structure features of
the environment [5]-[8], as it is possible to identify in 2D
grid maps the direction of walls, doorways, corners, and to
segment the map in rooms [9], [10]. However, the inherent
limitations of 2D laser-range scans can be appreciated in the
resulting maps, showing areas where the structural features
have not been mapped due to occlusions from furniture or
movable objects, like those highlighted in green in Fig. 1,
or the impossibility to extract semantic information regarding
the nature of objects present, or the room category, to cite
some. At the same time, 3D vision—based data are crucial
to detect local structural features of the environment even in
presence of occluding elements, and can be used to identify
semantic knowledge [11]. Conversely, the task of combining
different 3D local perceptions into a globally consistent map
is far more challenging [12]-[14], resulting in the fact that 3D
maps are not assured to be globally consistent. This implies
that separate rooms in large-scale environments — that are
actually aligned in the environment — are often not aligned
in the 3D representation due to drift or poor localisation. Still,
the understanding of the 3D structure of the environment is
particularly useful for multiple tasks [15], [16]

Recent works [17], [18] have proposed to use hierarchical
2D-3D representations of the environment to overcome the
limitations of 2D and 3D standalone approaches. However,
2D and 3D representations of the environment are usually
obtained independently, thus resulting in two different and not
consistent world representations.

The main topic of this position paper is to discuss a method-
ology to acquire robust representations of the environment that
accurately captures the structure of indoor environments, with
the aim of improving world-representation and navigation
capabilities of mobile robots. To do this, we want to exploit the
fact that both 2D and 3D representations are able, at different
extents and with different levels of accuracy, to detect both
global and local structural features of the environment. Hetero-
geneous map representations are not independent because the
same features of the environment should manifest in each of
them: enforcing the consistency of these features in different
representations is the process of correctly representing such
dependence. Our proposal is to ensure the consistency of local
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Fig. 2: An example of the structural features obtained from
ROSE on a 2D grid map. In red it can be seen the directions
of the walls, while in blue are highlighted the components of
the map that are due to global structural features. In the full
2D map (b), there are alignment issues due to mapping, so the
directions of walls are not consistent with the map .

and global features detected with 2D and 3D approaches to
compensate for each other errors; as a result, we can obtain
two different representations (2D and 3D) that are consistent
among them, and furthermore, globally consistent.

As a case study, we investigate the integration between a
2D and a 3D structure identification, ROSE? [19] and Sigma-
FP [20]. We briefly present the two methods, by highlighting
their strength and limitations, which are typical for 2D and
3D approaches. We then discuss how to obtain an integra-
tion between them by focusing on some relevant examples
as obtained with real-world noisy data. We show how an
agreement between 2D and 3D features can be used to reduce
the uncertainty of both approaches. At the same time, of
particular interest is a mismatch between 2D laser-based and
3D vision-based features. In this case, the two methods can
consider the uncertainty of the two perceptions and integrate
them accordingly.

II. ROSE AND ROSE?

ROSE? [19] is a method for identifying global structural
features in 2d grid maps. The method is composed of two
main parts. The first one, called ROSE [21], identifies all the
occupied cells that belong to the main structure (e.g., walls);
at the same time, it filters out map components that are due to
clutter, noise, and non-structural components. As a result of
this, ROSE obtains a set of main directions of walls (i.e., the
direction of the lines on which the walls lie). Commonly, in
indoor environments, most walls follow one or two directions
being either perpendicular or parallel wrt each other.

The second part focuses on grouping locally perceived
portions of walls along the identified main directions of
walls, following the assumption that a wall could be shared
by multiple rooms. This allows identifying global structural
features. The aim of this is to obtain a geometrical floor plan-
like representation of the environment that is resilient to clutter
and partial observations, and which is used to segment, i.e.,
to identify rooms in, the original occupancy grid map. An



example of the output of ROSE? can be seen, in red, in Fig. 2a.
In this map, obtained in the same environment of Fig. 1 ROSE
identifies the two main (perpendicular) directions common to
all walls correctly, while red lines are the direction of single
walls.

The main advantages of ROSE? are in the fact that it is
able to retrieve global structural features from 2D maps even
in the presence of severe clutter and inaccuracies. At the same
time, ROSE? results are inaccurate in contexts where the map
fails to represent the global features, as in those of Fig. 2b. In
such a map, that represents the same environment of Fig. 1,
the walls of rooms in the top part of the map are not aligned
with those of the bottom part of the map, as they should be.

In settings like this, ROSE? is able to detect that the set of
walls in the map follow the same direction, but it is not able
to detect the correct directions robustly nor to compensate for
this type of inconsistency.

III. SIGMA-FP

Sigma-FP [20] is a plane-based method that incrementally
builds the 3D floor plan of an environment from a sequence of
RGB-D images (see Fig. 3) while dealing with the unavoid-
able uncertainties of robot localization and plane extraction.
Leveraging RGB-D data, Sigma-FP is able to delimit the walls
even in case of high occlusion. Yet, it should be noted that
for a decent reconstruction, the robot should navigate not far
from walls as both, the field—of—view and the reliable range
of the depth sensors, are usually limited compared to other
employed sensors (e.g. 2D laser).

The output of Sigma-FP comprises the ensemble of detected
walls, where each is defined by a set of local structural
features: i) the number of openings (i.e. doors and windows)
and their location on the wall, ii) the wall boundaries in
Cartesian space, and iii) a multivariate Gaussian distribution
over wall-plane representation in the Plane Parameter Space
(PPS) —a minimum space for plane parameterisation—. While
this set of local features provides a comprehensive depiction
of each wall, walls are treated as individual entities, entailing
a lack of global structural features and hence, failing to
ensure global consistency. The latter could be compensated
by assuming a Manhattan World, but the method would be
impractical for non-Manhattan scenarios. Instead, Sigma-FP
operates on the relaxed Atlanta World constraint, where it
is challenging to identify the actual global structure of the
environment.

IV. CASE STUDY: INTEGRATING 2D AND 3D STRUCTURAL
FEATURES

In this section, we show some preliminary examples of the
integration of 2D and 3D structural feature detection methods.
More precisely, we use the global features perceived in 2D
maps - wall main directions as discovered by ROSE [21]
- to align local features - wall planes detected by Sigma-—
FP [20]. Fig. 4a-b shows an example where neither of the 3
illustrated representations (i.e. 2D occupancy map, 2D-based
features map, and 3D floor plan) are mutually consistent. The

Fig. 3: An instance of a 3D floor plan built by using Sigma-
FP.
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Fig. 4: A practical scenario where heterogeneous representa-
tions of the same environment are not consistent with each
other.In Fig. (b), 3D planes from Sigma-FP are aligned with
the main wall directions extracted by ROSE.

explanation for this fact is that while the 2D occupancy map
and the 3D floor plan representations include minor errors due
to sensor noise and localisation drift, the 2D-based features
map fails to represent properly the structure of the 2 rooms
on the right side. The latter is because the environment mainly
follows a Manhattan world except for these 2 rooms, hence the
main directions captured by ROSE are Manhattan world and
as consequence, ROSE considers the non-Manhattan rooms as
mapping errors. In this sense, it can be noticed that none of the
representations retain the entire structure of the environment
correctly.

However, leveraging the strengths of each representation
(i.e. while ROSE? is better at identifying global structural
features, Sigma-FP finds particular value in detecting local
structural features), we are able to compensate each other.
Concretely, the small errors in the 3D floor plan can be
rectified by aligning the walls with similar directions to
the main directions given by ROSE?. Referring to the non-
Manhattan rooms misrepresented by the 2D-based features
map, we can use the information from the 3D floor plan as it
is more accurate locally and is obtained with low uncertainty.

The example of Fig. 5 shows a similar, yet different situ-
ation. In such an example, the 2D occupancy map does not
represent accurately the environment. The latter prevents the
robot from localizing properly and as a consequence, Sigma-
FP represents some walls in the wrong location (as the one in
yellow in the middle of Fig. 5a). In this sense, the integration
with ROSE allows us to correct this error, as shown in Fig. 5b.
Likewise occurs with the walls located in the room on the right
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Fig. 5: Another example where 2D- and 3D- features captures
different aspects of the environment.

of Fig. 5a), which are aligned and merged into a single wall
(in brown) in Fig. 5b. Conversely, occlusion prevents ROSE
to observe some of the walls, as the green and yellow walls
in the left room of Fig. 5a). In this case, Sigma-FP, which is
able to observe these walls as illustrated in Fig. 5b, can add
this information to the 2D-based features map.

V. CONCLUSION AND FUTURE WORK

In this position paper, we have shown how 2D and 3D world
representations, albeit useful, are often not coherent with the
structural and shape of the environment. We have shown how
the strengths and weaknesses of structural features from 2D
and 3D data can compensate for each other, improving the
overall coherence of structural features of both 2D and 3D
representations. A mismatch between 2D and 3D data and
2D and 3D percepts can signal that there are inconsistencies
between those maps and the actual shape of environments.
In future work, we plan to research towards automatically
identifying and compensating mismatches between heteroge-
neous representations, as well as leveraging their strengths to
improve their mutual consistency.
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